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Qualifikationsziele

Die Studierenden kénnen...

e DL-Grundlagen sicher anwenden: Autodiff, Optimierung,
Regularisierung.

¢ mit PyTorch und dem Hugging-Face-Stack trainieren,
feintunen und evaluieren.

¢ Kernarchitekturen auswahlen und anpassen: CNN,
Transformer.

e generative Modelle nutzen: LLM-Prompting, LORA-
Finetuning, Diffusion-Inference.
kleine RAG-Systeme mit Quellenbelegen bauen und testen.

e Modelle schlank deployen und rechtlich sicher betreiben
(DSGVO, Al Act-Uberblick).

Inhalte

e Grundlagen und Werkzeuge
o Tensoren, Loss/Optim, Overfitting, Datenpipeline.
PyTorch-Basics, HF-Transformers/Datasets.
e Supervised DL und Kernarchitekturen
o CNN-Pattern, Transfer Learning. Transformer-
Encoder/Decoder. Tokenisierung, Sampling.
e Generative Kl
o LLM-Nutzung, Prompting, Adapter/LoRA.
Diffusionsmodelle auf vortrainierten Gewichten.
e Evaluation, Betrieb, Verantwortung
o Klassische und generative Metriken, Red-Team-
Checks. Quantisierung, Export, einfache API.
Datenschutz, Urheberrecht, Risikoabschatzung.
Praxisprojekt
o Erstellung eines Prototypen, der die gelernten
Techniken realisiert

Vorleistungen und
Modulpriifung

Vorleistungen:
-  Keine

Modulprifung:
- 60% Projekt mit Prasentation (Gruppenarbeit)
- 40% Testat 60min
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